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» National Rifles Associations (NRA) and League of Conservation Vot-
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» We tackle the problem of understanding politics, 1.e., creating unified
representations of political figures, capturing their views and legislative
preferences, directly from raw political discourse data originating from
multiple sources.
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The query mechanism also
allows for querying groups of
authors. Hence, it could also be
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