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Abstract

▶Understanding political discourse on social media fully by reading
only the text is difficult. However, knowledge of the social context
information makes it easier.

▶We characterize the social context required to understand such am-
biguous discourse fully.

▶We propose two datasets that require an understanding of social con-
text and benchmark them using large pre-trained language models
and several novel structured models.

▶We show that structured models, explicitly modeling social context,
outperform larger models on both tasks, but still lag significantly
behind human performance.

Motivation

▶Humans familiar with a politician’s stances and, possessing knowledge
about the event, can easily understand the intended meaning.

▶Our main question is - Can an NLP model find the right meaning?

Dataset Statistics

▶We use Amazon Mechanical Turk (AMT), LLMs, and contextual expert
annotations to obtain the data.
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Proposed Datasets

(a) Target-Entity & Sentiment Task (b) Vague Text Disambiguation Task

Target Entity and Sentiment Results Vague Text Results

Human Performance Benchmarking

▶Humans familiar with context find the Vague Text Disambiguation task
fairly easy. Shows the robustness of the dataset.

▶Current NLP models lag significantly behind humans on the Vague Text
Disambiguation task

Feature Importance Ablation

▶Ablation of different classes of examples on the Target-Entity task.
Shows that no single feature is sufficient for solving the task. A joint
understanding of contextual elements is necessary to solve the task.

Conclusion

▶We conceptualize and operationalize two holistic social context ground-
ing tasks in English on the US political domain.

▶We evaluate existing state-of-the-art models and humans on these tasks
and present interesting observations.

▶ Future work directions include building explicit and interpretable mod-
els for Social Context Grounding, expanding proposed datasets, design-
ing diverse tasks, and other flavors of social context such as cross-
cultural understanding, emergency response, etc.

Resources

https://github.com/pujari-rajkumar/
language-in-context
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